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Abstract

Traditional surveys collect structured responses efficiently but break down when answers are
ambiguous, off-topic, or require context-specific probing. Human interviewers naturally resolve
these issues with targeted follow-ups, rephrasing, and adaptive sequencing. This paper
motivates and specifies Conversational Surveys powered by Large Language Models (LLMs)
that approximate expert interview techniques at scale. We outline (1) why conversational
approaches outperform static forms in data quality and respondent experience, (2) a taxonomy
of follow-up rules and triggers that encode human interviewing tactics, and (3) an end-to-end
architecture and protocol for implementing LLM-driven surveys, including guardrails, validation,
analytics, and evaluation methodology.
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1. Introduction

Static web surveys are optimized for throughput, not understanding. They assume respondents
interpret questions the same way, answer in the expected format, and remain engaged through
lengthy forms. In practice, respondents:

Misinterpret terms, supply ranges instead of point values, or omit units.
Provide free-text when an enumerated choice is needed.

Fatigue quickly, abandoning forms or speed-running items.

Need tailored probes to surface relevant, high-fidelity detail.

Human interviewers repair these issues in real time: they clarify, rephrase, narrow, skip,
branch, confirm, and stop when enough signal is captured from the respondent. LLMs now



make it feasible to reproduce much of this skill in software while preserving the structure needed
for downstream analytics.

Definition. A Conversational Survey is a machine-guided interview that (a) asks one question
at a time, (b) adapts based on prior answers, and (c) enforces data quality through explicit
validation and follow-up policies, returning normalized, structured outputs.

2. Benefits Over Static Surveys

2.1 Data Quality

Normalization at capture time. Convert ranges — scalars, map synonyms to
enums, attach units, and anchor dates before saving.

Ambiguity resolution. Targeted clarifications reduce miscoding and “other (please
specify)” noise.

Consistency enforcement. Detect conflicts across answers and reconcile with
respondent confirmation.

2.2 Higher Completion and Lower Friction
One-question focus reduces cognitive load.

Fatigue-aware pacing ends early when objectives are met or shortens remaining
paths.

Respectful skipping on sensitive items preserves trust without sacrificing overall
completion.

2.3 Richer, Contextual Signal

Conditional drill-downs elicit examples, severity, and recency only when
warranted.

Adaptive branching surfaces, what matters to this respondent, instead of a
one-size flow.

2.4 Operational Advantages

Consistent interview technique across thousands of respondents.



Structured logs (confidence, repair attempts, outlier flags) enable rigorous analytics
and QA.

Fewer “cleaning” cycles downstream because validation happens in the loop.

3. Follow-Up Rules and Triggers (Human Tactics
Encoded)

Turning expert interviewer moves into deterministic policies.

LLMs should not improvise probing. Instead, they should execute a policy-driven set of
follow-ups with deterministic triggers. LLMs are often smart enough to apply these follow-up
rules without help. More research is required to measure the benefit of being explicit versus the
rules given to an LLM, which decides on a response-by-response basis.

Categories
Clarification — normalize or disambiguate a response.
Drill-Down — add depth only when warranted.
Quality Control — protect validity and consistency.
Engagement — maintain consent and momentum.

Routing — choose the correct next path.

Clarification

1. Choice Disambiguation
Use when: free text roughly matches known options.
Prompt: “I can record Basic, Pro, or Enterprise. Which should | log?”
Compatible: short_text, long_text, enum. Requires: options present.
Default trigger: answer matches option.

2. Range to Single Value
Use when: user gives a span/approx (“7-8”, “around 20”).
Prompt: “Between {min} and {max}—could you pick one number?”
Compatible: integer, date. Requires: numeric.
Default trigger: answer is a range or approximate.



3. Quantify Vague Terms
Use when: “a few”, “often”, “sometimes”.
Prompt: “By ‘often’, do you mean daily, weekly, or monthly?”
Compatible: short_text, long_text, integer.

Default trigger: answer is vague.

4. Units & Format Check
Use when: numbers lack units or look misformatted/out of range.
Prompt: “Is that 30 users or 30%7?”
Compatible: integer, short_text. Requires: numeric.
Default trigger: missing units.

5. Temporal Anchoring
Use when: relative dates/times (“last month”, “next Friday”).
Prompt: “Do you mean Friday, Aug 22, 20257”
Compatible: date, short_text, long_text.
Default trigger: answer is relative.

6. Split Multi-Value
Use when: the user gives multiple values, but one is required.
Prompt: “You mentioned Node and Python. Which one should | record as primary?”
Compatible: short_text, long_text, list_text, enum.
Default trigger: answer contains multiple.

7. Definition Alignment
Use when: terms can mean different things.
Prompt: “By activation, do you mean first login or first value moment?”
Compatible: short_text, long_text, enum.
Default trigger: answer uses an ambiguous term.

Drill-Down

8. Conditional Drill-Down
Use when: thresholds/yes-no should trigger detail.
Prompt: “You rated setup 3/5—what was the main blocker?”
Compatible: integer, boolean, enum.
Default trigger: answer above/below threshold or equals “yes”.

9. Ranking/Prioritization
Use when: multiple items need ordering.
Prompt: “Please rank Billing, Search, Onboarding from most — least important.”
Compatible: list_text, long_text, enum.
Default trigger: answer has multiple items.



10. Top-N Selection
Use when: many items; need the top K.
Prompt: “Pick your top three from: {list}.”
Compatible: list_text, long_text, enum.
Default trigger: list length above 5.

11. Concrete Example
Use when: abstract claim needs evidence.
Prompt: “What’s one recent example where this occurred?”
Compatible: short_text, long_text, boolean.
Default trigger: answer is abstract.

12. Severity/lmpact Sizing
Use when: a problem is named; need a scale.
Prompt: “How often did this occur in the past 30 days? (0, 1-2, 3-5, >5)”
Compatible: short_text, long_text, integer.
Default trigger: answer mentions a problem.

13. Recency/Frequency Window
Use when: behavior given without a timeframe.
Prompt: “In the past 30 days, how many times did you export data?”
Compatible: short_text, long_text, integer, date.
Default trigger: answer mentions behavior.

Quality Control

14. Consistency Check
Use when: a new answer conflicts with an earlier answer.
Prompt: “Earlier, you said weekly; now daily. Which should | keep?”
Compatible: all types.
Default trigger: answer conflicts with the previous.

15. Outlier Sanity Check
Use when: value appears extreme/unlikely.
Prompt: “Just checking—{value} is correct?”
Compatible: integer, short_text, date. Requires: numeric.
Default trigger: answer is extreme.

16. Confidence/Certainty
Use when: answer seems tentative/guessed.
Prompt: “How confident are you in that estimate (low/med/high)?”
Compatible: all types.
Default trigger: answer is uncertain.



17. Batch Confirmation
Use when: at intervals or section end to paraphrase and confirm.
Prompt: “| captured A, B, C. Anything to correct before we continue?”
Compatible: all types.
Default trigger: every 5th question/section complete.

Engagement

18. Permission to Proceed
Use when: entering a sensitive topic.
Prompt: “This next question is optional and about budget—ok to ask?”
Compatible: all types.
Default trigger: entering a sensitive topic.

19. Non-Answer Repair
Use when: off-topic, “idk”, silence.
Prompt: “No problem—short version: What’s your job title? You can also say skip.”
Compatible: all types.
Default trigger: answer is non-answer.

20. Decline/Skip Acknowledgment
Use when: explicit refusal/skip.
Prompt: “Got it—skipping. Would a range be okay later?”
Compatible: all types.
Default trigger: answer is declined.

21. Fatigue-Aware Shortening
Use when: signs of fatigue (rising latency, terse answers).
Prompt: “| can keep it to one last required question. Continue?”
Compatible: all types.
Default trigger: user shows fatigue.

Routing

22. Route Clarification
Use when: multiple valid next paths.
Prompt: “Shall we focus on pricing or usability next?”
Compatible: all types.
Default trigger: answer enables multiple paths.

23. Eligibility Gate
Use when: need to verify the respondent fits the criteria.



Prompt: “Are you currently an admin user? (yes/no)’
Compatible: boolean, enum, short_text.
Default trigger: qualification required.

24. De-duplication/Canonicalization
Use when: respondent restates the same point differently.
Prompt: “You mentioned auth and login—should | treat those as the same blocker?”
Compatible: short_text, long_text, list_text.
Default trigger: semantic duplicate detected.

4. Examples: Static vs. Conversational

4.1 NPS Repair

Static form: “How likely are you to recommend us? (0-10)”
User: “8—9” — backend picks 9 arbitrarily or rejects.

Conversational agent
Agent: “On a scale of 0—10, how likely are you to recommend us?”
User: “8-9.”
Agent: “Between 8 and 9—could you pick one number from 0-107?”
User: “8.”

Agent: “Noted—8. What were you hoping to achieve in your first month?”

4.2 Skip Logic with Sensitivity

Static form: asks budget for all users.
Conversational agent: “This next question is optional and about budget—ok to ask?” —
respects “skip” and moves on; completion preserved.

4.3 Conflict Resolution
Earlier answer: “we send weekly reports.”
Later: “we send them daily.”

Agent: “Earlier, you said weekly; now daily. Which should | keep?” — resolves
before save.



5. Evaluation and Measurement

5.1 Metrics
Completion rate (CR) = completed sessions / started sessions.
Turn efficiency (TE) = answers / turns (higher is better).

Repair rate (RR) = clarifications per answered question (track, but aim to minimize
over time).

Data quality score (DQS) = weighted product of:
o Completeness (MUST_HAVE coverage),
o Validity (passes validation),
o Consistency (no unresolved conflicts),
o Richness (presence of ranked priorities/examples where applicable).
Example: DQS = 0.4*Completeness + 0.3*Validity + 0.2*Consistency + 0.1*Richness.
Abandonment triggers: question IDs preceding exits.
Respondent sentiment: short post-survey thumbs-up/down or 0—10 UX rating.
5.2 Experiment Design
A/B: static form vs. conversational on identical cohorts.

Holdout follow-ups: turn off certain follow-up types to quantify their marginal value.

Cost/latency monitoring: turns, tokens, and duration per session.

6. Implementation Details

There are many implementation details needed to solve this problem, but | wanted to call out
some areas where more work is required.

1. Observability



o Log per turn: triggers, followup_type, attempts, confidence.
o Dashboards: CR, TE, DQS, abandonment by question.
2. Quality assurance
o Synthetic respondents to stress test edge cases (ranges, typos, non-answers).
o Red-team loops: ensure repair budgets and stop rules terminate.
3. Ethics & privacy
o Optionality and permission prompts for sensitive topics.
o PIl redaction and data-minimization.

o Clear skip paths and transparent use of answers.

7. Limitations and Risk Mitigation

Hallucination risk: Avoid “assume most likely” instructions; force explicit
confirmation before saving.

Over-probing: Cap follow-ups; use fatigue detectors; end early when goals are met.
Inconsistent phrasing: Keep a tight style guide and rehearse canonical wording.

Bias & leading questions: Pre-review prompts; prefer neutral framing; monitor
distributions for drift by cohort.

8. Conclusion

Conversational Surveys bring the strengths of expert human interviewing—clarification, context,
and judgment—into scalable, software-mediated data collection. By encoding a small set of
robust follow-up rules and triggers, enforcing validation at capture time, and instrumenting the
runtime with clear policies and analytics, LLM-driven surveys produce cleaner datasets, higher
completion, and better respondent experiences than static forms—without sacrificing
structure or comparability.
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